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Abstract

Purpose: Inverse finite element analysis (iFEA) of the atrioventricular heart valves

(AHVs) can provide insights into the in vivo valvular function, such as in vivo tis-

sue strains; however, there are several limitations in the current state-of-the-art that

iFEA has not been widely employed to predict the in vivo, patient-specific AHV leaflet

mechanical responses. In this exploratory study, we propose the use of Bayesian

optimization (BO) to study the AHV functional behaviors in vivo.

Methods: We analyzed the efficacy of Bayesian optimization to estimate isotropic

Lee-Sacks material coefficients in three benchmark problems: an inflation test, a sim-

plified leaflet contact model, and an idealized AHV model. Then, we applied the

developed BO-iFEA framework to predict the leaflet properties for a patient-specific

tricuspid valve under a congenital heart defect condition.

Results: We found that the BO could accurately construct the objective function sur-

face compared to the one from a 20 × 20 grid search analysis. Additionally, in all

cases the proposed BO-iFEA framework yielded material parameter predictions with

average element errors less than 0.02mm/mm (normalized by the simulation-specific

characteristic length). Nonetheless, the solutions were not unique due to the pres-

ence of a long-valley minima region in the objective function surfaces. Parameter sets

along this valley can yield functionally equivalent outcomes (i.e., closing behavior) and

are typically observed in the inverse analysis or parameter estimation for the nonlinear

mechanical responses of the AHV.

Conclusion: In this study, our key contributions include: (i) a first-of-its-kind demon-

stration of the BO method used for the AHV iFEA; and (ii) the evaluation of a candidate

AHV in silico modeling approach wherein the chordae could be substituted with equiv-

alent displacement boundary conditions, rendering the better iFEA convergence and

a smoother objective surface.

keywords: in-silico modeling, constitutive model parameters, statistics-based modeling,

heart valve biomechanics
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1 Introduction

Inverse finite element analysis (iFEA) can serve as a non-invasive method for understand-

ing the biomechanical properties of soft tissues in vivo and facilitating digital realization

of organ-level function; however, this is a computationally expensive problem with many

hurdles to be addressed before it can be used effectively under clinical settings.

In the literature of heart valve biomechanics, iFEA has been used to predict the tis-

sue properties within an ex vivo beating heart apparatus [1, 3], via in vivo animal mod-

els [24, 33, 25, 20, 21], or from human in vivo medical imaging data [42, 28, 38, 7, 29]. A

distinct advantage of ex vivo studies is the ability to systematically validate the iFEA frame-

work with high-fidelity benchtop experimental measurements. For example, Abassi et al.

(2016) performed iFEA for a bioprosthetic semi-lunar valve using a camera-equipped ex

vivo pulse duplicator system and validated the tissue material responses predicted from

an anisotropic Fung-type constitutive model against the mechanical data from biaxial test-

ing [1]. Aggarwal et al. (2016) used iFEA in conjunction with a structural constitutive

model to assess the accuracy, sensitivity, and feasibility of the iFEA framework for the

semi-lunar valves [3]. From their work, they found that using multiple imaging time points

in the residual calculations and a more pronounced heterogeneity in the leaflet strains

improved the objective function surface (e.g., convexity and smoothness – the features

that can help the iFEA performance).

On the other hand, in vivo animal models have also been used to perform iFEA of the

cardiac valves. This category of studies is advantaged by the use of surgically implanted

sonocrystals that provides a superior temporal resolution for capturing the rapid motion of

the valve during cardiac cycles. In these studies, the dynamic motion of individual leaflets

(rather than the full valve apparatus) are analyzed, with a finite element mesh being con-

structed for the area delimited by the sonocrystal markers and the marker displacements

applied as boundary conditions to the edges of the 3D leaflet geometry [24, 33, 25]. Us-

ing this technique, Lee et al. (2014, 2017) analyzed a central region of the sonocrystal-
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tracked ovine mitral valve anterior leaflet and noted that a fiber-based structural model

yielded the most accurate reconstruction of the in vivo tissue displacements [24, 25],

similar to what was later found in the aforementioned semi-lunar valve study [3]. Al-

ternatively, iFEA using animal models can be performed by digitally reconstructing the

full valve leaflets with the corresponding chordae attachments and prescribed displace-

ment/pressure boundary conditions [20, 21]. Interestingly, Krishnamurthy et al. (2008,

2010) used this technique to analyze the ovine mitral valve anterior leaflet and identified

a few other challenges associated with iFEA: (i) they suggested that the leaflet strains in

vivo may not initiate the high-stiffness tissue behaviors; however, this may be due to the

use of an orthotropic linear elastic model [20]; and (ii) they found that the leaflets are ac-

tive structures (e.g., interstitial cells) with dynamic stiffening behaviors [21]. An additional

challenge for iFEA was identified by Rausch et al. (2013), where they observed that the

inclusion of leaflet tissue pre-strains to an in-silico mitral valve model can yield substantial

differences for the predicted tissues stiffness (i.e., up to four orders of magnitude) [33].

The last category of studies includes the use of iFEA for human in vivo heart valves. To

date, a material parameter-predicting iFEA framework for the atrioventricular heart valves

(AHVs) has not been achieved. The existent “inverse” analyses for in vivo human data are

formulated with constitutive model parameters fit to benchtop (or ex vivo) biaxial testing

data of valve leaflets from other species or cadavers [42, 28]. Currently, patient-specific

computational models for the mitral/tricuspid valves are instead based on forward simu-

lations using presumed material parameters and chordae topologies, and the majority of

these studies do not assess the model accuracy by comparisons between the simulation-

predicted and in vivo leaflet surfaces [38, 7]. To circumvent the challenges in material

parameter identification in the AHVs, Pham et al. (2017) proposed an interesting alterna-

tive approach where the chordae tendineae topology and pre-tensions are optimized to

achieve a good agreement with the in vivo mitral valve geometry [29].

In short, the in vivo properties of the AHV leaflets have not been holistically deter-
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mined using non-invasive computational modeling. The translation of iFEA for use with

medical imaging data of the AHVs faces many hurdles, including high computational costs

associated with simulating complex leaflet contact and tissue nonlinearity, difficulties in

reconstructing the valve geometry due to limitations in imaging resolution (e.g., chordae

are typically too thin to be seen in echocardiograms), and the existence of non-unique

solutions limiting the potential use of iFEA-derived material parameters for subsequent

simulations of virtual surgical treatments of the valves.

One attractive method to address these challenges for iFEA of the AHVs is Bayesian

optimization (BO). In this approach, the optimization search space is fit with a surro-

gate model that is iteratively updated following a defined search criterion and Bayes’ rule.

When used appropriately, the BO method provides distinct advantages over traditional

derivative-based optimization methods or global optimization techniques, especially within

the context of iFEA, including: (i) fewer evaluations (i.e., saving computational costs), (ii)

a trained surrogate model (which can be used for other analyses and applications), and

(iii) a deterministic optimization for certain criterion and parameters. More specific details

can be found in Section 2.1 as well as the recent review of BO within the context of exper-

imental design [13]. Specific to modeling of biological systems, BO has been leveraged

to infer in vivo constitutive model parameters for the left ventricle of the heart [6], deter-

mine the properties of atherosclerotic coronary arteries from in vivo data [40], and assess

the in vivo myocardial growth during exercise [10]. However, the application of Bayesian

optimization to the AHVs remains an area to be explored/investigated.

Thus, the objective of this work is to apply BO, a derivative-free optimization method,

to iFEA of the AHVs. We begin with a series of synthetic test cases to establish our

framework and verify the applicability of BO to this class of biological structures. Then,

we perform a first-of-its-kind application of the BO-IFEA framework to patient-specific

echocardiogram data from a newborn with hypoplastic left heart syndrome (HLHS) – one

of the most common single-ventricle congenital heart defects [35].
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2 Materials and Methods

2.1 Inverse Finite Element Analysis

2.1.1 The Objective Function

Commonly, the goal in medical imaging-based iFEA is to match the shape of the studied

organ between the simulation and the ground truth surface (e.g., obtained from image

segmentation point cloud data). To this end, we defined the objective function as the bidi-

rectional local distance between the element centroids and the image-derived 3D point

cloud data (see also Figure 2 of Kim et al. (2012) [19]). The metric was chosen owing to

the improved reliability in point projection to complex contours and providing a more ac-

curate comparison in surfaces with significant curvature, as opposed to other alternative

measures such as the normal distance or minimum distance. Then, the objective function

value F was computed by

F(S3DPC,SFE) =

Nelem∑
i=1

dB-LD,i (1)

where Nelem is the number of the finite elements, S3DPC is the 3D valve leaflet surface

constructed by the imaging-derived 3D point cloud, SFE is the corresponding finite element

surface to be determined from the iFEA framework, and dB-LD,i is the bi-directional local

distance (B-LD) associated with the centroid of the ith element, that is calculated as the

larger value between the forward minimum Euclidean distance (dF-Min,i) and the backward

maximum distance (dB-Max,i):

dF-Min,i = min||pi − p3DPC||2, (2)

dB-Max,i = max{dmin(p3DPC,SFE), ||pi − p3DPC||2}. (3)

Herein, dmin(p3D−PC,SFE) denotes the backward minimum (Euclidean) distance from the

set of imaging-derived 3D point cloud (p3DPC) to the ith element centroid (pi).
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2.1.2 Mathematical Preliminaries for Bayesian Optimization

In the BO method, the calculation of the objective function value is treated as a “black box”

and fitted with a surrogate function that is generally a Gaussian process (GP) [12]. First,

a prior distribution is formulated in a generic form for the points of the estimated model

parameters y:

F(y) ∼ GP (µ0(y),Σ0(y,y)), (4)

where GP is the normal (Gaussian) distribution with the mean function µ0 (usually a con-

stant) and the covariance function Σ0 (e.g., the Gaussian kernel). Then, with progressive

iterations of the BO solver, the n data points ỹ sampled from the Gaussian process in

conjunction with the corresponding function values F(ỹ) are used to determine the pos-

terior probability distribution for a prospective set of model coefficients y(ν) using Bayes’

rule:
F(y(ν))|F(ỹ) ∼ N(µ̂(y(ν)), σ̂2(y(ν)))

µ̂(y(ν)) = Σ0(y
(ν), ỹ)Σ0(ỹ, ỹ)

−1 [F(ỹ)− µ0(ỹ)] + µ0(y
(ν))

σ̂2(y(ν)) = Σ0(y
(ν),y(ν))− Σ0(y

(ν), ỹ)Σ0(ỹ, ỹ)
−1Σ0(ỹ,y

(ν)).

(5)

Herein, the posterior covariance σ̂2 is the updated form of the prior variance function Σ0

after considering the objective function evaluations at the sampled points ỹ, i.e., F(ỹ),

and ν is the BO iteration counter.

At each iteration of the BO procedure, the point to be evaluated is determined using

an acquisition function that is informed by the GP. In this study, we used the Expected

Improvement (EI) acquisition function, where the value of the prospective points are de-

termined based on the potential improvement of F(y). The expected improvement is

mathematically written as:

EI(y) =


[µ̂(ỹ)−F(y∗)− ξ] Φ(y)Z + σ̂2(ỹ)ϕ(y)Z if σ̂2(ỹ) > 0

0 otherwise
, (6)

where F(y∗) is the current optimal observed point, ξ is a tunable hyperparameter to bal-

ance the exploitation (first term) and the exploration (second term), ϕ(y) and Φ(y) are the
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probability density function and cumulative density function of the GP, respectively, and

the normalized coefficient Z is defined as:

Z =


µ̂(ỹ)−F(y∗)− ξ

σ̂(ỹ)
if σ̂(ỹ) > 0

0 otherwise
. (7)

The unique advantage of BO is that while F may be expensive to evaluate, the GP ap-

proximation F(y(ν)|ỹ) is computationally very efficient. Thus, EI(y) can be maximized

through F with a good computational efficiency to provide the model parameter estimate

at the next iteration, i.e., y(ν+1). Furthermore, EI(y) is deterministic for a given value of ξ

leading to reproducible GP approximations. In this work, we used BO to predict the set of

constitutive model parameters (y) that minimize the objective function value F in Eq. (1).

2.1.3 Implementation of Bayesian Optimization

The BO algorithm was implemented using the bayesopt function in MATLAB (Math-

Works, MA, USA), equipped with the acquisition function expected-improvement. In

the EI function, the amount of exploration versus exploitation of the solution search space

can be tuned using the exploration ratio hyper-parameter, ξ, where ξ=0.5 represents equal

weighting between the search preferences. For our investigations, we used ξ =0.5 based

on our findings from an intermediate study and verification of the BO routine, while ensur-

ing a balance between the exploration and exploitation of the anticipated complexity of the

objective surfaces (see Supplemental Information 1). The Bayesian optimization for all

test cases was performed with 9 parallel workers (Intel Xeon Gold 6136 CPU at 3.00GHz)

with the terminating condition of 100 maximum iterations or ∆FTOL < 10−3. This maxi-

mum number of iterations was chosen to keep the computations <1 day (a more desirable

feature for eventual clinical usage).
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2.1.4 Analysis of Optimization Results

Biomechanics-focused iFEA was performed to determine an optimal set of constitutive

model parameters that best describe the mechanical behaviors of the soft tissues. In the

case of analyzing the heart valve leaflets, it is likely that without additional information,

such as patient-specific leaflet microstructure, the solution may be non-unique [3, 24]. To

examine if F(y) has multiple minima or a “flat” global minima, we proposed to report the

mean and standard error of the mean (SEM) of the optimized parameters corresponding

to the top 5% percent of all the evaluated F . If the SEM is found to be relatively large, it

may represent a non-unique solution, the presence of multiple minima, or a poorly posed

optimization problem (e.g., insufficient iterations to explore the search space). In addition,

we also chose to plot the mean of the trained Gaussian process, when possible, which

can provide additional information about the optimization search space (e.g., as shown

in Section 3.1).

2.1.5 Constitutive Modeling of the AHV Leaflets and Chordae

Isotropic Lee-Sacks Model for Valve Leaflets To model the mechanical behaviors of

the AHV leaflets, we used the Lee-Sacks model [24]. This exponential-type model was

selected due to its widespread use, with the added advantage that we can render a two-

parameter problem that can be easily visualized using contour or 3D surfaces [44, 16, 2,

18, 45]. Specifically, we adopted the following strain energy function (SEF) form:

ψleaflet =


c0
2
(I1 − 3) +

c1
2
(ec2(I1−3)2 − 1)− p(J − 1), if |I1 − 3| ≤ (Iub1 − 3)

c0
2
(Iub1 − 3) +

c1
2
(ec2(I

ub
1 −3)2 − 1)− p(J − 1), otherwise

(8)

where c0, c1 and c2 are the material parameters, I1 is the first invariant of the right Cauchy-

Green tensor (C = FTF), F is the deformation gradient, (Iub1 − 3) is the upper bound of

I1 used to stabilize the material model at non-physiologic stresses (≥ 1.0MPa), and p

is a penalty parameter to enforce tissue incompressiblity (i.e., J = det(F) = 1). Using

the incompressibility condition and assuming zero transmural stress, p can be analytically
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determined as:

p = 2ψ,1(C
−1)33, (9)

where ψ,1 denotes the derivative of the SEF with respect to I1. For material model param-

eter estimation, c0 was set as 10 kPa, whereas c1 and c2 were to be estimated from the

BO procedure.

Chordae Tendineae Model In the simulation cases involving chordae tendineae of the

AHV, we used a tension-only hyperelastic form [24]:

ψchordae = c10(e
c01⟨E11⟩ − 1), (10)

where c10 = 0.209 kPa, c01 = 11.65, E11 = (1/2)(F 2
11 − 1) is the Green-Lagrange strain of

the chordae, and ⟨•⟩ = (1/2)[(•) + | • |] is the Macaulay bracket to prevent compressive

chordae behaviors.

2.2 Inverse Finite Element Analysis Test Cases

For the analysis of the residual search space and verification of our implementation of

BO, we used three test cases: (i) an inflation test with a hyperelastic thin membrane;

(ii) a pressure-induced contact between the central regions of two valve leaflets; and

(iii) a valvular closing behavior with an idealized valve geometry. In these test cases,

the synthetic 3D point cloud was generated using the element centroid locations from a

forward simulation with target material parameters. These three test cases allow us to

make one-to-one comparison between the synthetic solution (i.e., ground truth) and the

BO-obtained solution on the same finite element mesh. Following the three test cases,

we then used the knowledge generated to perform BO-iFEA of a real, patient-specific

tricuspid valve geometry based on a point cloud obtained from echocardiographic images.

The purposes of each test case as well as the illustrative examples in Supplemental

Information 1 and Supplemental Information 2 are summarized as follows:
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• Test Case 1: To examine the ability of the BO method to reconstruct the objective

function surface (compared to the one from the grid search) and to evaluate both

the accuracy in reproducing the target model parameters and the sensitivity (e.g.,

effects of noise and spatially varied thicknesses and model parameters – see Sup-

plemental Information 3).

• Test Case 2: To analyze the objective function surface in the simulation that involves

contact and to assess BO performance in a more complex problem.

• Test Case 3: To present and evaluate a new method of prescribing boundary condi-

tions on the TV leaflets that can facilitate a smoother objective surface for improved

BO performance.

• Test Case 4: To test the BO performance on heart valve closing behavior with an

idealized TV geometry, that involves more complex leaflet self-contact, buckling be-

haviors and increased computational cost.

• Supplemental Information 1: To study the appropriate choice of the hyperparameter

ξ in the adopted BO algorithm and to examine the reproducibilty in capturing all the

three global minima with the analytical Branin function.

• Supplemental Information 2: To further examine the BO performance considering

the analytical 2D Ackley function with one global minimum.

All simulations were performed using Abaqus Explicit dynamics (Abaqus Simulia, Das-

sault Systèmes, France) with a total simulation time of 0.4 s, adaptive time-stepping with

a maximum time step of 1 × 10−6 s, as well as a general contact model with a contact

stiffness of 0.5 in conjunction with a damping pressure of 5 × 10−6 MPa · s in the cases

involving leaflet contact or valve closing [24, 25, 20, 33]. All valve leaflet geometries were

constructed as 4-node shell (S4) elements. In the cases involving chordae tendineae, we

used the 2-node truss (T3D2) elements with a tension-only mechanical response.
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2.2.1 Test Case 1: An Inflation Test with a Hyperelastic Thin Membrane

In the first numerical test case, we considered a 2 × 2mm square thin membrane with

a curvature of 7° that was discretized into 625 equally sized four-node shell elements

(Fig. 1a). The nodes on the outside edges of the geometry were pinned while a pressure

equivalent to 120mmHg (i.e., 16 kPa) was applied to the top surface over 0.4 s of simu-

lation time to capture the large displacement of the material (maximum displacement of

0.45mm). A synthetic solution was obtained from a forward FE simulation with arbitrarily

selected (target) model parameters c1 = 0.209 kPa and c2 = 11.65.

[Fig. 1 about here.]

To demonstrate the ability of BO to reconstruct the objective function surface, we first

adopted the conventional sweeping method over parameter space c1 ∈ [0.00209, 1.2] kPa

and c2 ∈ [1.0, 23.0] with a uniformly spaced 20 × 20 grid . The objective function values

were then used to generate a contour plot for visualization of the parameter search space.

In addition, BO was performed within the same parameter domain using the simulation

settings described in Section 2.1.3, and the mean GP surface and contour plot were

produced and reported for comparison with the grid search-generated contour surface.

We used Test Case 1 for additional sub-studies that are described in the Supple-

mental Information 3. These sub-studies were performed to analyze the effects of (i)

the addition of artificial noise in the solution (to replicate the situation of imprecise med-

ical image segmentation) [43], and (ii) spatially heterogeneous vs. homogeneous leaflet

thicknesses and leaflet material properties [26, 39, 23] on the BO performance and the

associated objective function surface.

2.2.2 Test Case 2: Two Leaflets in Contact

For the next test scenario, we generated a simplified model of the valve leaflet contact that

only considers the central regions of two separated leaflets [31]. By removing the commis-
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sure regions from the simulation, we reduced the computational cost of each simulation

as no buckling or self-contact was involved.

The geometry was constructed as two curved, rectangular geometries, each consist-

ing of 576 four-node shell elements (Fig.2a). To emulate the in vivo-equivalent mea-

surements of the tricuspid valve, the leaflet height and width were 38mm, and 12.7mm,

respectively, with a leaflet separation distance of 39mm [9]. Also, six free-edge chordae

tendineae were equally spaced around each of the leaflet perimeters stemming 39mm

from the model origin. The boundary conditions included pinning the top edge of each

leaflet and applying a pressure of 25mmHg to the ventricular (i.e., outer) surface. The

Bayesian optimization was performed within the parameter space: c1 ∈ [0.00209, 1.2] kPa

and c2 ∈ [1.0, 23.0], considering the target model parameters as c1 = 0.209 kPa and

c2 = 11.65.

[Fig. 2 about here.]

2.2.3 Test Case 3: An Enhanced Approach for iFEA of Valve Leaflet Contact

In an effort to improve the performance of the optimization process, we performed a mod-

ification to the iFEA approach for the AHV leaflets that does not consider the chordae

attachments. Instead, a displacement boundary condition was prescribed to the leaflet

free edges to guide the movement of the valve closing. This approach has a clinically rel-

evant benefit—the chordae tendineae cannot typically be segmented in lower-resolution

imaging methodologies, such as echocardiography, and the assumptions regarding chor-

dae topologies or material properties can be avoided.

To test this new approach, we performed a three-step procedure: (i) a forward sim-

ulation for the leaflet contact model of known properties in Section 2.2.2; (ii) extraction

of the time-varying displacements of the leaflet free edge nodes from the synthetic so-

lution; and (iii) generation of a new leaflet contact model with no chordae attachments

but with the time-varying displacement boundary condition applied to the leaflet nodes
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at the free edge for use with the BO-iFEA (Fig. 3a). Here, Bayesian optimization was

performed within the search space c1 ∈ [0.00209, 1.2] kPa and c2 ∈ [1.0, 23.0]. Similarly,

we considered c1 = 0.209 kPa and c2 = 11.65 as the target material parameters.

[Fig. 3 about here.]

2.2.4 Test Case 4: Idealized Tricuspid Valve Closing

Next, an idealized AHV simulation was performed using a cylinder-shaped geometry with

an elliptical annulus (major diameter, 15mm; minor diameter, 10mm), and leaflet and

commissure heights of 20mm and 13mm, respectively [16, 22]. Briefly, the leaflet free

edge contour was generated using a smoothing cubic spline fitted to points generated

below the annulus curve at the desired leaflet-to-free edge distances. Then, the annulus

and leaflet contours were subdivided circumferentially into 55 evenly spaced points, and

the mesh was constructed, composed of 770 four-node shell elements with thickness

values of 0.4mm. The boundary conditions for the model were as follows: (i) a smooth-

stepped transvalvular pressure gradient of 25mmHg was applied to the ventricular surface

of the leaflets over 0.005 s of simulation time (total simulation duration of 0.4 s as observed

in the patient’s echocardiogram); and (ii) the self-contact of the leaflets was facilitated

using the general algorithm in Abaqus, with a contact penalty stiffness of 0.5.

For the target (synthetic) solution, we followed the same procedure as in Section 2.2.3,

where the forward simulation had a simplified chordae geometry with papillary muscle tips

located below each commissure, and two, single-strand free edge chordae per group. The

leaflet free edge displacements were similarly retrieved from the target solution, i.e., ma-

terial parameters of c1 = 0.209 kPa and c2 = 11.65 (Fig. 4a,b). Then, a valve model without

chordae and using the leaflet free edge displacement condition was used for the Bayesian

optimization in a search space c1 ∈ [0.00209, 1.2] kPa and c2 ∈ [1, 23].

[Fig. 4 about here.]
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2.2.5 Applicational Problem: Analysis with a Representative Patient Imaging Data

Finally, we analyzed a patient-specific tricuspid valve (TV) geometry from a newborn with

hypoplastic left heart syndrome [36]. In this section, we perform two sub-studies us-

ing the patient-specific valve geometry: (i) optimization of a 6-parameter problem with a

target (synthetic) solution; and (ii) optimization of a 6-parameter problem using the real

echocardiogram-derived leaflet point cloud segmentation to recreate the realistic in vivo

deformed tricuspid valve surface (true solution). In the 6-dimensional (6D) problem, each

leaflet has a unique set of c1 and c2, resulting in six model parameters to be estimated.

For the valve geometry, we used transthoracic 4-dimensional echocardiographic (4D

TEE) imaging data from a representative patient, as collected using a Philips EPIQ ultra-

sound machine (Philips, NV) equipped with 5- and 7-MHz matrix-array transducers [36].

Then, the 4DTEE imaging data was imported to a segmentation software (3D Slicer) [11]

for retrieval of the TV annulus and the free edge at all available imaging time points be-

tween the open and closed valve configurations, i.e., between the right ventricular mini-

mum volume and the end diastole, respectively (Fig. 5a). Moreover, the three TV leaflets

were individually identified based on the commissure locations obtained from the echocar-

diographic images. Next, the annulus and leaflet free edge point clouds were fit with a

smoothing spline, and the mesh was constructed by linear interpolation between the two

contours at the open valve state, resulting in 980 shell elements (Fig. 5b). The annulus

and leaflet point clouds at each segmented time instance were used to inform the dis-

placement boundary conditions for the nodes on the TV annulus and papillary muscle

tips (Fig. 5c). Transvalvular pressure of 25 mmHg was applied as the pressure loading

condition to the valve leaflet surface that mimics the typical physiological condition ob-

served for patients with hypoplastic left heart syndrome. A simulation duration of 0.4 s

was chosen to emulate the time frame of tricuspid valve closure as observed in the pa-

tient’s echocardiogram.

For the BO process, we used a larger search domain because we did not know the
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true material parameters for the in vivo tissues of this congenital patient. In the first

sub-study, the 6D synthetic solution was constructed by randomly sampling values within

the search domain of c1 ∈ [0.1, 100] kPa and c2 ∈ [0.1, 50]. For the three leaflets, the

target parameters were: TVSL, c1 = 81.49 kPa and c2 = 45.68; TVAL, c1 = 90.59 kPa

and c2 = 31.65; and TVPL, c1 = 12.79 kPa and c2 = 4.97. The maximum number of BO

iterations for this application was set to be 200.

[Fig. 5 about here.]

Ethical Approval Declarations The study protocol for using the patient echocardio-

grams was reviewed and approved by the institutional review board (IRB) at the University

of Oklahoma Health Sciences Center (OUHSC IRB#14112). This is a retrospective enroll-

ment of patients diagnosed with HLHS from July 2019 to present. Due to the retrospective

nature of the study, patient consent has been deemed not required by the OUHSC IRB.

3 Results

3.1 Results of Test Case 1: Inflation Testing

The error surface for the optimum BO solution is shown in Fig. 1b, the mean GP surface

from the BO is shown in Fig. 1c, and the contour surface with the mean and SEM of the

top 5% of evaluated BO solutions is shown in Fig. 1d. From the results of this test case,

We found a valley-shaped surface in the objective function approximated by the Gaussian

process model, which was in agreement with the contour surface generated from the grid

search (Fig. 6). This valley-shaped function caused a large spread of parameter values

for the top 5% of BO-evaluated points (c1 = 0.244 ± 0.00001 kPa, c2 = 11.32 ± 0.51), but

relatively small fluctuation in the objective function values (F = 0.12± 0.024mm/mm) with

the minimum objective function value observed at iteration 42.

[Fig. 6 about here.]
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3.2 Results of Test Case 2: Two Leaflets in Contact

In the 2nd test case, we found that the GP-approximated objective function surface was

generally non-smooth (variations of 0 ≤ F ≤ 500mm/mm) for the leaflet contact scenario

(Fig.2b). Despite the non-smooth objective function, the Bayesian optimization obtained

a solution with a relatively small error of 55.68 ± 4.01mm/mm (i.e., average error per

element of 0.049mm/mm). However, the optimized parameter values were found as c1 =

0.132 ± 0.00001 kPa and c2 = 12.52 ± 0.19, and the BO was not able to reconstruct the

desired synthetic solution (i.e., the ground truth constitutive parameters: c1 = 0.209 kPa

and c2 = 11.65). The misprediction may be explained by the large variations in element

centroid locations with small perturbations in the prescribed model parameters, which

inspired our enhanced leaflet contact modeling approach (Fig. 2c).

3.3 Test Case 3: Revised Leaflet Contact

Using the “guided free-edge” approach, we found a well-defined, wide-valley-shaped con-

tour surface (Fig. 3b), and the minimal errors in the finite element surface (exempting

buckling variations at the free edge, Fig. 3c). We also found a smaller residual value for

the optimized Bayesian solution compared to the in vivo-emulating model: F = 21.8 ±

1.17mm/mm (i.e., average error per element of 0.019mm/mm); c1 = 0.541 ± 0.0001 kPa;

c2 = 9.34± 0.39. Furthermore, the optimal solution was obtained at iteration 24/100 in the

revised leaflet contact approach, as opposed to iteration 90/100 in the in vivo-emulating

approach (Test Case 2). While the optimized parameter ranges in our enhanced approach

do not exactly cover the synthetic solution, the 61.9% decrease in the objective function

value and the faster solution convergence demonstrated the advantage of the revised

simulation approach.
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3.4 Results of Test Case 4: Idealized Valve Closing

From the analysis of an idealized TV, we found the presence of a wide and less smooth,

valley of nearly equivalent solutions in the GP-approximated objective function contour

surface (Fig. 4b), and the largest element-wise errors in the commissural regions (Fig. 4c).

From BO, we found a large range of parameters in the top 5% of evaluated solutions,

with a small range of residual values: c1 = 9.46 ± 0.0001 kPa; c2 = 6.90 ± 0.72; F =

2.16 ± 0.037mm/mm (i.e., average error per element of 0.0028mm/mm). The wide SEM

for the parameters is likely caused by the wider shape of the valley, and the variations in

tissue folding behaviors in the commissure regions.

3.5 Real Application: BO-iFEA for Patient-Specific TV

3.5.1 Synthetic Solution

For the 6D synthetic solution using the TV geometry derived from patient imaging data,

the optimized parameters were found at iteration 138 (out of the maximum 200 iterations

specified in the BO algorithm) as: (i) TVSL, c1 = 75.64 ± 3.61 kPa and c2 = 41.16 ± 1.38;

(ii) TVAL, c1 = 91.56 ± 3.61 kPa and c2 = 23.74 ± 0.64; and (iii) TVPL, c1 = 28.04 ±

3.40 kPa and c2 = 30.5 ± 0.28; F = 2.22 ± 0.07mm/mm (i.e., average error per element

of 0.0023mm/mm) (Fig. 7a-b). We found that the optimized solution is within the vicinity

of the target parameters, with the relatively smaller errors likely being attributed to the

existence of a region of near-equivalent solutions in the hyperspace.

[Fig. 7 about here.]

3.5.2 True Solution from Medical Imaging Data

In the patient-specific optimization using the real locations of the leaflet point cloud seg-

mented from patient imaging data, the BO-determined parameters were found at itera-

tion 171 out of the maximum number of 200 iterations as (i) TVSL, c1 = 1.02 ± 0.32 kPa
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and c2 = 21.93 ± 2.80; (ii) TVAL, c1 = 54.82 ± 4.91 kPa and c2 = 13.21 ± 0.89; and (iii)

TVPL, c1 = 68.78 ± 7.11 kPa and c2 = 24.48 ± 1.99. The corresponding objective func-

tion values were found to be F = 16.68± 0.05mm/mm (i.e., average error per element of

0.017mm/mm) (Fig. 7c-d). The larger objective function value was likely caused by noise

in the point cloud stemming from the low-resolution imaging modality. This phenomenon

also explains the wider IQR for the optimized parameters, but a more narrow IQR for the

objective function as compared to the synthetic 6D problem.

4 Discussion

In this work, we have built upon existing applications of BO to biological systems by eval-

uating and applying BO for inverse finite element analysis of the atrioventricular heart

valves. Specifically, we used a series of carefully designed test cases to understand the

search space for nonlinear, hyperelastic materials (such as the AHV leaflets) and verify

the use of BO for this class of tissues. Then, we provided a first-of-its-kind application

of BO to in vivo imaging data for a TV geometry with HLHS. In tandem, we evaluated a

new method for removing the chordae tendineae from consideration in iFEA of the AHVs

and found that our new “guided free-edge” approach improved convergence and reduced

variation the residual search space. In summary, this work provides a new BO framework

for iFEA of the AHVs, which represents substantial progress towards determining the in

vivo properties of the AHV tissues.

4.1 Bayesian Optimization

From our test cases, we found that Bayesian optimization is capable of reconstructing the

objective function surface and locating the region of the global optima within a reasonable

number of iterations in cases with both smooth and non-smooth residual search spaces

(all simulations performed in <1 day in our laboratory). In the inflation testing case (i.e.,
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Test Case 1), the synthetic solution was effectively captured within 42 iterations. Mean-

while, in the leaflet contact and the tricuspid valve simulation (Test Cases 2-4), the exact

solution was not reconstructed; however, the objective function values were reasonable

and the obtained solutions were in the vicinity of the user-prescribed parameter values.

We were also able to predict patient-specific valve behavior using constitutive model pa-

rameters found using BO, albeit the BO solution appeared to converge to a region of

equivalent solutions in the hyperspace. Overall, we found these results to be satisfac-

tory for the present study and a strong demonstration of the potential of BO as a tool for

inverse in silico modeling.

4.1.1 Improvements to BO

In our work, we used a relatively simple implementation of the BO algorithm for our

demonstration of the technique. Moving forward, it may prove beneficial to implement

modifications of BO that have been proposed by other researchers. For example, the BO

routine can be parallelized using Thompson sampling as an acquisition function, provid-

ing an efficient random sampling method for each of the parallelized processes [8]. More

complicated parallelization scheme relies on modifying the acquisition functions for batch

processing, such as with local penalization or Monte-Carlo methods [4]. In future works,

it would be valuable to compare the efficiency and accuracy of the different parallel pro-

cessing schemes for biomechanics-iFEA problems. Another modification to improve BO

is using a “dynamic search domain” for solving problems where the ideal search domain is

unknown [37]. This method is specifically interesting for the biomechanics-focused iFEA

studies, because, while in vitro testing of soft tissues may provide an estimate for the

ideal search space, phenomena such as pre-strains could change the predicted material

parameters by four orders of magnitude [33, 32]. Other possible directions for improving

BO could be related to the definition of the GP, such as using a composite GP [4], or a

least squares-inspired approach [41].
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4.2 Ongoing Challenges in Inverse Analysis for the Atrioventricular

Heart Valves

iFEA for the atrioventricular heart valves depends on accurate, high-fidelity image data

to target during the optimization process. Unfortunately, 4D echocardiography (the com-

mon modality for the cardiac valves) can suffer from substantial noise, image dropout, low

frame rates, and the inability to accurately estimate tissue thicknesses [14]. Furthermore,

user segmentation of the heart valve to acquire the requisite point cloud data for iFEA can

introduce user-specific bias into the target geometry. Each of these will likely influence

the target surface for iFEA, potentially leading to imprecise constitutive model parameters

or in vivo predictions. Future studies could overcome these challenges by using emerg-

ing deep learning methods for valve segmentation [14]. Otherwise, researchers must

carefully design ex vivo or in silico experiments to characterize how noise or uncertainty

influence iFEA results. Our preliminary assessment of the noise-related effects for Test

Case 1 (Pressure Inflation) are provided in the Supplemental Information 3; however,

more detailed analyses related to heart valve function are warranted but outside of the

scope of the present investigation.

The conventional method of simulating the mitral or tricuspid valve closing from medi-

cal image data involves generating a chordae structure that may or may not emulate the

true in vivo condition. For example, Khaligi et al. [17] developed a “functionally equiva-

lent” chordae topology model; however, the implementation may have some shortfalls for

in vivo data analysis due to inaccuracies in measuring the chordae thicknesses or when

simulating the diseased valves. Additionally, determining the material properties of the

chordae further complicates the optimization routines, especially when considering the

three mechanically distinct types of chordae (i.e., basal, marginal, strut) [30]. While BO

could theoretically be used to optimize the chordae and leaflet properties at the same

time (BO can solve up to 20-dimensional problems), the convergence of the solution may

be infeasible or extremely expensive. With these limitations, our question was: Can we
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simulate the AHV function without the chordae tendineae to improve BO iFEA? This phi-

losophy has been shared in other investigations focused on determining in vivo valve

mechanics [34, 27]; however, in our experience, the use of a chordae-emulating force can

over-estimate leaflet coaptation and lead to further challenges in an iFEA framework that

does not benefit from penalty-based shape enforcement. Thus, we proposed our novel

“guided free-edge” approach, which we found to provide faster solution convergence. We

also noted a substantial reduction in variation of the residual when using the guided free-

edge approach, which suggests that this approach can help reduce erroneous predictions

stemming from challenges with the chordae.

The logical next step for our framework using this new approach is verification using

an ex vivo heart simulator in conjunction with an excised human, animal, or synthetic

AHV. In this scenario, the tissues could be characterized experimentally and compared

with the iFEA-predicted material properties, and the images obtained from ultrasound

probes could be compared with higher resolution imaging methods to verify the accu-

racy of the optimization and imaging methods, respectively. This integrated experimental-

computational approach could also facilitate investigations into the effects of imaging

noise, prescribed free edge motions, considering more sophisticated material models

(e.g., full structural models), and relating tissue mechanics to cellular biosynthetic pro-

cesses if used within a bioreactor environment.

4.3 Limitations

This study is not without limitations. First, the material parameters that were obtained

for the patient-specific geometry may not be truly representative of the tissue material

behaviors due to our “guided free-edge” approach; the chordae material properties may

be embedded in the predicted leaflet properties. Future works using an ex vivo heart

simulator (see also Section 4.2) would allow careful investigation of this effect and pro-

vide validation of our model beyond the synthetic cases used herein. Consequently, the
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future patient conditions or therapy outcomes can not be predicted using our framework.

Second, the exponential constitutive model causes a valley of nearly equivalent solutions

(i.e., non-unique solutions). Despite this, a high-resolution iFEA-retrieved digital recon-

struction of the valve surface provides rich detail about the geometry and mechanics of

the valve, which may be useful in predicting adverse tissue remodeling caused by exces-

sive strains [15], or for surgical planning using these high-fidelity visualizations. However,

it should be noted that medical imaging has intrinsic noise that may influence the point

cloud definition and the accuracy of subsequent BO analyses. Preliminary analyses ex-

ploring a similar effect to that of medical imaging noise for Test Case 1 (Inflation Testing)

can be found in Supplemental Information 3. Third, we considered a relatively sim-

ple constitutive model to ensure reasonable computing times. Future investigations may

consider more sophisticated constitutive models (e.g., the full structural model); however,

these may suffer from the curse of dimensionality, which would increase computation time

and reduce solution accuracy [5]. Finally, in our simulations of the real patient TV, we ob-

served non-physiologic behaviors at the leaflet free edge due to minor errors in the image

segmentation and contour smoothing process affecting the prescribed displacements.

Some of this may be attributed to the coarse mesh density used to provide manageable

computation times, and future works will more carefully explore how mesh density and

point cloud density influence the results. This issue could likely be remedied by a semi-

automated or automated image segmentation routine that more accurately maintains the

leaflet lengths throughout the segmentation process (e.g., contour propagation).

4.4 Conclusion

Overall, this exploratory study of the iFEA problem for the AHVs represented two pri-

mary contributions to the field of AHV biomechanical modeling: (i) a demonstration of

Bayesian optimization, with recommendations on standardized reporting of results (i.e.,

mean and SEM of the top 5% of the BO-evaluated solutions); and (ii) an enhanced method

for iFEA of the atrioventricular heart valve function using “guided free-edge displacement”,
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rather than an assumed chordae topology. We have found that BO has advantages over

derivative-free or derivative-based solvers, including faster computational times, and the

ability to cheaply reconstruct the objective function surface. While there are still remain-

ing challenges for performing inverse analysis of the heart valve structures, BO could be

used to obtain information about the leaflet strains and coaptation in a relatively short time

frame (each inverse analysis problem was performed within one day in our laboratory).

With continued efforts in this field, a long-term vision can be realized of a patient-specific

framework for the prediction of surgical outcomes and disease progression in newborns

with congenital heart defects such as hypoplastic leaf heart syndrome.
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Appendix A: Comparison of Bayesian Optimization (BO)

with the Conventional Grid Search Method

Similar to the results presented in Section 3.1 (Fig. 6), a 20 × 20 grid search was per-

formed to render contour surfaces for comparison with the BO-estimated objective surface

in the newly proposed leaflet simulation method (Section 2.2.3) and the idealized valve

analysis (Section 2.2.4). Comparing these surfaces (Fig. 8), we found a reasonable

agreement between the grid- and BO-based objective surfaces. The discrepancies be-

tween the BO surface and the grid-based surface may be attributed to the BO terminating

condition of 100 iterations. Nevertheless, the BO approach captures general features of

the contour, such as the valley shape in Fig. 8a and the local region of large residuals

in Fig. 8b, in 25% of the computation time of the grid-based search. This distinct advan-

tage of the BO approach for these complex simulations will help translate iFEA to clinical

applications where patient-specific material properties may improve clinical outcomes.

[Fig. 8 about here.]
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Fig. 1. (a) Geometry of the inflation test (Test Case 1). (b) Element-by-element bidirec-
tional local distance (B-LD) errors depicted for the optimal solution. (c) Surface of the
mean Gaussian process (GP ) from Bayesian optimization. (d) Contour plot of the mean
Gaussian process and the mean and standard error of the mean (SEM) of the top 5% of
the BO-evaluated solutions (numbers in blue indicate the value of F normalized by the
characteristic length (2mm) for each contour level, in mm/mm). (e) Optimization history
showcasing the value of F normalized by the characteristic length (2mm).
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Fig. 2. (a) Schematic of the simplified model for two leaflets in contact. (b) Element-
wise bidirectional local distance (B-LD) errors for the optimal BO solution normalized by
the characteristic length (4.03mm). (c) Mean Gaussian process surface from the BO
procedure.
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Fig. 3. (a) Illustration of the process for developing the leaflet contact optimization Test
Case 3 with prescribed leaflet free edge displacements (Test Case 2). (b) Contour surface
of the objective function when using free-edge leaflet displacements and the mean and
standard error of the mean (SEM) of the top 5% of the BO-evaluated solutions. Note the
contour surface is generated from the mean Gaussian process model and the numbers in
blue indicate the value of F for each contour level normalized by the characteristic length
(4.03mm). (c) Element-by-element bidirectional local distance (B-LD) measures for the
optimal solution.
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Fig. 4. (a) Tricuspid valve model used in the forward simulation of the target (synthetic)
solution (Test Case 3). (b) Contour surface of the objective function and the mean and
standard error of the mean (SEM) of the top 5% of the BO-evaluated solutions (numbers
in blue indicate the value of F for each contour level normalized by the characteristic
length (79.28mm)). (c) Element-by-element bidirectional local distance (B-LD) measures
for the optimal solution (left : superior view; right : isometric view).
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Fig. 5. (a) Illustration of image segmentation of the patient-speciifc echocardiogram to
retrieve the TV annulus, free edge, and leaflet point clouds. (b) Generated finite element
mesh for the three TV leaflets. (c) Dynamic displacement conditions prescribed for the TV
annulus and leaflet free edge ( t1 = right ventricle minimum volume and t4 = end diastole).
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Fig. 6. Comparison of the Gaussian process model approximation of the objective func-
tion surface (shaded contour map) against the contour map generated from a uniform
20× 20 grid search (white solid lines) normalized by the characteristic length (2mm).
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Fig. 7. (a) Top-down and isometric views of the element-wise bidirectional local distance
(B-LD) errors normalized by the characteristic length (56.46mm) and (b) qualitative com-
parisons with the leaflet point cloud for the optimized TV surface with the 6D synthetic and
(c, d) true solutions. Note that for improved visualization a denser finite element mesh was
generated than what was used in the real optimization.
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Fig. 8. Comparison of the Gaussian process model approximation of the objective func-
tion (shaded contour map) with the contour map generated from a uniform 20 × 20 grid
search (solid lines) for (a) the proposed leaflet simulation method (Section 2.2.3) nor-
malized by the characteristic length (4.03mm) and (b) the full valve analysis test case
(Section 2.2.4) normalized by the characteristic length (79.28mm).
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