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A B S T R A C T

Resilience analysis aims to quantify the risk of a system and evaluate its ability to recover from a 
damaged state and restore functionality to its original condition. This study presents a framework 
for assessing the disaster resilience of lifeline networks, emphasizing both hazard resistance and 
post-hazard recovery capabilities. To quantitatively assess resilience performance, the framework 
introduces indices for three key criteria: reliability, redundancy, and recoverability. The reli
ability index reflects the structural performance of network components, the redundancy index 
captures the system-level functional capacity, and the recoverability index evaluates the ability to 
restore network functionality following disruption. The resilience triangle concept is used to 
define the redundancy and recoverability indices. Estimating these indices for various initial 
disruption scenarios enables the identification of the most vulnerable situations that influence the 
resilience of the system, thus aiding in the development of effective pre-hazard mitigation stra
tegies. Additionally, scenario-specific performance curves, representing the recovery process 
through the redundancy and recoverability indices, support rapid and informed decision-making 
in the aftermath of a hazard. The proposed framework is demonstrated through case studies of 
electricity and transportation networks. This research contributes to improving the safety and 
functionality of critical infrastructure systems in the face of diverse disasters.

1. Introduction

Lifeline networks—such as utility distribution, transportation, and communication—are essential for enabling socioeconomic 
activities and sustaining the livelihoods of urban populations. As populations grow and societal demands evolve, the importance of 
lifeline networks continues to increase. Consequently, ensuring the uninterrupted functioning of lifeline networks during both natural 
and human-induced disasters is crucial. According to Koks et al. [1], the global expected annual loss from seismic damage to road and 
railway networks is approximately 1.2 billion US dollars. In addition, in 2019, coordinated attacks on the oil facilities in Saudi Arabia 
disrupted nearly half of the nation’s oil production, which at the time accounted for approximately 5% of the global daily oil supply 
[2].
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Modern disaster management frameworks increasingly adopt proactive resilience strategies to mitigate the impact of extreme 
hazards and manage unprecedented consequences [3–7]. Kilanitis and Sextos [4] explored expected losses in road systems by 
considering the states of key network components through a probabilistic framework. Li et al. [6] incorporated both time-independent 
and time-varying hazard interarrival models to quantify the long-term resilience of highway bridges under various natural hazards. 
Wang et al. [7] proposed a three-stage model to quantify and analyze the resilience of power networks, focusing on different repair 
strategies.

Despite the extensive exploration of disaster resilience performance in lifeline networks, two main limitations emerge. First, most 
studies rely on a single measure or index, either at the component- or system-level, to assess network performance, providing limited 
information for effective intervention decisions [8]. Lifeline networks are complex systems comprising multiple interdependent 
structural and nonstructural components, requiring both component-level and system-level performance measures for a more 
comprehensive evaluation.

A notable exception is Kwon and Song [5], who assessed network performance using multiple indices, but their system-level 
performance measure focuses primarily on network topology—i.e., the connectivity between source and end nodes—rather than 
functionality or consequence. The functionality or consequence is essential because lifeline networks provide critical services to entire 
communities. Disruptions to their components can have wide-ranging consequences. Further details of this framework are presented in 
Section 2.2.

Second, most of the existing research primarily focuses on assessing system performance during the recovery phase following a 
hazard rather than jointly considering the potential risks and vulnerabilities before the event. This research employs the resilience 
triangle model developed by Bruneau et al. [3]. It has proven useful in optimizing recovery processes across various lifeline networks, 
including railway systems [9], road transportation networks [10], power grids [11], transportation networks [12], pipelines [13], and 
water distribution systems [14]. However, given the critical role of lifeline networks in urban areas, it is vital to make effective de
cisions for post-hazard recovery and ensure system safety and functionality before a hazard strikes.

To address these gaps, this study proposes a holistic and probabilistic framework for assessing the disaster resilience performance of 
lifeline networks. The novelty of the proposed methodology can be summarized in two key aspects. First, we introduce new mathe
matical definitions for three key resilience indices—reliability, redundancy, and recoverability—which are systematically evaluated 
across a range of potential initial disruption scenarios. The reliability index quantifies the structural performance of network com
ponents, while the redundancy index captures the system-level functional capacity of the network. The recoverability index assesses 
the ability of society to efficiently restore network functionality following a disruption. Note that previous research on system- 
reliability-based disaster resilience analysis [5,15] has primarily considered redundancy as a means of preventing cascading fail
ures. Contrastingly, the present study considers overall performance degradation owing to hazard impacts, offering a more compre
hensive perspective. Moreover, previous frameworks lack a detailed methodology to evaluate recoverability, which is a critical 
component of resilience analysis and a key factor distinguishing our proposed approach from conventional risk analysis frameworks. 
Second, the resilience triangle [3] is employed to define the redundancy and recoverability indices, integrating both pre-hazard 
damage prevention efforts and post-hazard recovery strategies. These indices are calculated for each disruption scenario, enabling 
the identification of the most vulnerable failure paths in terms of resilience and the formulation of proactive mitigation plans. 
Furthermore, the recovery process, represented by the resilience triangle for each disruption scenario, facilitates rapid and effective 
decision-making in the aftermath of a hazard. Incorporating grid asset vulnerability into the resilience triangle method significantly 
advances previous resilience triangle model frameworks [3,9–14,16–18]. Additionally, integrating the recovery process enhances 
system-reliability-based disaster resilience analysis frameworks [5,15], providing a more comprehensive assessment of resilience.

The proposed framework is demonstrated through numerical case studies of power and transportation networks. For the power 
network, an electricity system with 9 substations is analyzed, while for the transportation network, a larger-scale system comprising 76 
unidirectional edges and 24 nodes is examined to illustrate the practical applicability of the proposed method.

The remainder of this paper is organized as follows. Section 2 reviews two conventional resilience assessment frameworks: (1) the 
resilience triangle model and (2) the system-reliability-based disaster resilience analysis method. In Section 3, the two frameworks are 
integrated to introduce a novel resilience assessment approach. The framework combines both pre-hazard resilience performance 
evaluation and post-hazard optimal decision-making tools. In Section 4, the effectiveness of the proposed framework is demonstrated 
through two numerical case studies. Finally, Section 5 summarizes the findings, conclusions, and potential future research directions.

2. Review of resilience analysis frameworks

According to ASME Innovative Technologies Institute [19], resilience is defined as the comprehensive ability of a system to resist 
both external and internal disruptions while maintaining its original functionality and rapidly and fully restoring functionality 
following a failure. Various frameworks have been developed to quantify the disaster resilience performance of infrastructure systems 
[3,5,15]. While each framework possesses distinct characteristics and advantages, no single approach fully captures all the desirable 
properties outlined in [15]. The framework proposed by Bruneau et al. [3] is particularly effective in characterizing system perfor
mance during the recovery phase, while the framework developed by Kwon and Song [5] emphasizes grid asset vulnerability. Inspired 
by their complementary strengths, we develop a unified methodology that addresses both post-disaster recovery dynamics and grid 
asset vulnerability. Therefore, in this section, we review resilience performance assessment frameworks proposed by Bruneau et al. [3] 
and Kwon and Song [5].
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2.1. Resilience triangle model

The resilience triangle model, introduced by Bruneau et al. [3], incorporates four resilience criteria—robustness, redundancy, 
resourcefulness, and rapidity—to evaluate the disaster resilience performance of civil structural systems. Robustness refers to the 
ability of a system to withstand disastrous events without experiencing significant damage, redundancy accounts for the presence of 
alternative components that can maintain functionality even if some parts are damaged, resourcefulness refers to the ability to 
effectively manage and best utilize available resources for recovery, and rapidity represents the speed of restoring full functionality 
after a disaster. The resilience triangle model (Fig. 1) visually illustrates the loss of functionality caused by a disaster and the sub
sequent recovery process over time. The model provides a framework to quantify resilience characteristics by representing the area 
under the curve as a measure of the performance loss and recovery of the system.

Extensive research has been conducted to define and apply the resilience triangle model for lifeline networks under various hazard 
scenarios [20–23]. Efforts have also focused on determining optimal recovery sequences to minimize the area of the resilience triangle 
[24–26]. While the framework effectively monitors system performance during recovery and aids in developing optimal recovery 
strategies, it does not fully capture the inherent ability of the system to prevent functional loss prior to a disaster.

2.2. System-reliability-based disaster resilience analysis frameworks for lifeline networks

Lim et al. [15] characterized the resilience of civil structural systems using three criteria: reliability, redundancy, and recover
ability. Reliability is defined as the ability to prevent initial disruptions in network components. Redundancy refers to the ability to 
avert progressive failures and degradation of network performance. Finally, recoverability refers to the capacity of engineers and 
society to implement effective strategies to quickly restore the functionality of a network following a disruption. Compared to the 
framework presented in Section 2.1, the concept of reliability in the study by Lim et al. [15] aligns with the notion of robustness 
described by Bruneau et al. [3]. The concept of redundancy is equivalent in both frameworks, while recoverability in the framework 
introduced by Lim et al. [15] encompasses both resourcefulness and rapidity.

Building on the definitions provided by Lim et al. [15], Kwon and Song [5] proposed reliability (β) and redundancy (π) indices for 
network systems. These indices are evaluated for each initial disruption scenario. The initial disruption scenarios are defined as a 
collection of the components’ states within a lifeline network, considered binary (failure or survival), while the performance of the 
system is determined by the connectivity between key components. The indices are mathematically defined as follows: 

βi = − Φ− 1(P(Fi|H))= − Φ− 1( P
(
∩e∈Si Ee

⃒
⃒H
))

(1) 

πi = − Φ− 1( P
(
Fsys
⃒
⃒Fi,H

))
= − Φ− 1

(P
(
∪l
(
C l∩e∈Si Ee

)⃒
⃒H
)

Φ(− βi)

)

(2) 

where Φ− 1( ⋅ ) represents the inverse cumulative distribution function of the standard normal distribution; P(Fi|H) represents the 
probability of occurrence of the i-th initial disruption scenario Fi given the hazard H; Ee represents the failure event of component e in 
the network; Si is a set of failed components associated with Fi; P

(
Fsys
⃒
⃒Fi,H

)
describes the probability of system level failure given Fi and 

H; and C l denotes the l-th cut set event.
The resilience performance of the lifeline network is then assessed using the following resilience threshold concept [15,27]. 

Φ(− πi)Φ(− βi) < Pdm / (λHNF) (3) 

and a reliability–redundancy (β–π) diagram illustrated in Fig. 2, where λH denotes the annual mean occurrence rate of H; and NF 
indicates the number of initial disruption scenarios. Following the concept of de minimis risk [28], the recommended scale of Pdm is in 
the order of 10− 7/yr for civil structural systems.

While this framework provides valuable insights into the complex interplay between component-level and system-level capacity in 
resisting hazard loads, it has several limitations. First, although the resilience threshold in Eq. (3) is based on the assumption that initial 
disruption scenarios are mutually exclusive and collectively exhaustive (MECE) [15,27], the formulations in Eqs. (1) and (2) use 
non-exclusive initial scenario sets, which can lead to an underestimation of reliability and redundancy performance. Second, while 

Fig. 1. Resilience triangle model.
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incorporating progressive (or cascading) failures initiated by the selected disruption scenario into the redundancy indices is considered 
ideal, Eq. (2) does not account for this aspect. Third, assessing network performance based solely on the connectivity between key 
nodes is insufficient because lifeline networks are typically designed to provide essential services to entire communities. Therefore, 
integrating more comprehensive system functionality and performance measures is necessary to accurately quantify redundancy. 
Fourth, the formulations do not address the uncertainties associated with structural responses under stochastic excitations. Finally, the 
framework lacks a recoverability index, which is a critical criterion to evaluate the resilience performance of lifeline networks.

Section 3 introduces a new resilience analysis framework for lifeline networks that addresses the gaps in both existing frameworks. 
This new framework enables the development of pre-hazard disaster mitigation strategies and supports optimal post-hazard decision- 
making for effective response and rapid recovery.

3. Resilience analysis framework for lifeline networks

3.1. Underlying assumptions for defining resilience indices

We adopt the three criteria from the system-reliability-based disaster resilience analysis framework to characterize the resilience 
performance of lifeline networks. To facilitate a clearer understanding of the indices introduced in this section, we first present a 
hypothetical infrastructure network comprising five nodes, as illustrated in Fig. 3. Note that the illustration provides a seamless linkage 
between the mathematical formulations and their interpretations in the context of network resilience performance; it does not serve as 
a test case for implementing the framework or assessing the resilience performance of the hypothetical network. The components 
within the lifeline network can assume binary states (failure or survival), in line with the assumptions of the previous framework in 
Section 2.2. In this example, with the nodes selected as components for the resilience analysis, a total of 25 = 32 initial disruption 
scenarios are generated. Although the examples considered in this paper focus solely on node failures within the network, the 
framework can also accommodate scenarios involving the simultaneous failure of both nodes and edges.

Consider progressive failure following the initial failure of a few nodes, analogous to load redistribution in structures such as 
buildings and cable-stayed bridges. In the case of a power network, this may be caused by overcurrent, undervoltage, or abnormalities 
in generators. For transportation networks, progressive failure can result from congestion, which leads to the dysfunction of road 
components. Owing to uncertainties in potential progressive failure paths, the i-th initial disruption scenario Fi may lead to different 
final damage states Gj, j = 1,…,NG, where NG indicates the total number of possible damage states.

For simplification in the hypothetical network example, we assume that the set of final damage states 
{
Gj, j= 1,…,NG} is identical 

to the initial disruption scenario set {Fi, i = 1,…,NF}. For instance, in the hypothetical lifeline network, the initial failure scenario of 
{E1E2E3E4E5} (survival of components 1, 4, 5 and failure of components 2, 3) could result in one of the following final damage states: 
{E1E2E3E4E5}, {E1E2E3E4E5}, {E1E2E3E4E5}, and {E1E2E3E4E5}, where Ee represents the survival event of component e in the network. 
However, in some lifeline networks, certain components may not be directly affected by natural hazards but may fail because of the 
interdependencies within the network, or in some cases, certain initial disruption scenarios may not be observed in the final damage 
states. In such cases, these components are not included in the initial disruption scenarios but are incorporated into the final damage 
states. Thus, in such instances, the set of final damage states 

{
Gj, j= 1,…,NG} is not identical to the initial disruption scenario set {Fi,

Fig. 2. Reliability–-redundancy (β–-π) diagram.

Fig. 3. Hypothetical lifeline network where numbers 1, 2, 3, 4, and 5 indicate the five nodes of the network.
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i = 1,…,NF}.
A recovery process for each damage state is determined using the resilience triangle model. In particular, the performance of the 

network during recovery is defined by the estimated sequence of node recoveries and the available resources. The resilience triangle 
model is applied to each final damage state. Fig. 4 illustrates an example configuration of the resilience triangle (or trapezoid) model 
for one of the final damage states. In Fig. 4, PNS represents the performance of the network before the occurrence of a hazard, i.e., the 
normal state of network performance.

The initial performance loss, recovery time, and shape of the recovery curve vary across different damage states. Notably, various 
functional performance measures can be used to define the system-level performance of the lifeline network (i.e., the y-axis in the 
resilience triangle model in Fig. 4). These measures could include factors such as the loss of load in a power network or the transport 
capacity of a railway network, based on the application context and various socioeconomic factors. The detailed simulation methods 
used to estimate recovery and performance are referenced in numerous previous studies [9–14,25,29–32], and this work demonstrates 
how such methods can be integrated into the proposed resilience assessment framework. Moreover, the proposed framework can be 
further extended to incorporate different perspectives, including an economic perspective, and probabilistically consider various 
uncertainties by integrating existing research efforts, such as those proposed by Broccardo et al. [16].

Note that the resilience triangle model, as depicted in Fig. 4, assumes that a disruption results in a decrease in the performance 
measure. However, in certain cases—travel time in a transportation network—the performance function may increase post-disruption. 
In such scenarios, resilience measures should be interpreted in terms of the “area below the curve” rather than the “area above the 
curve,” as conventionally defined. Alternatively, the reciprocal of the selected performance measure can be used to define the y-axis of 
the resilience triangle model, ensuring consistency in interpretation.

3.2. Reliability, redundancy, and recoverability indices

The reliability index is first defined as follows, representing the structural capacity of network components to avoid initial dis
ruptions: 

βi = − Φ− 1(P(Fi|H))= − Φ− 1
(∫

P(Fi|im,H)fIM(im|H)dim
)

(4) 

where im represents an intensity measure (IM) of hazards H; P(Fi|im,H) represents the occurrence probability of the i-th initial 
disruption scenario given im and is referred to as a reliability curve; and fIM(im|H) represents the probability density function (PDF) of 
im given H. Note that in this study, "IM" refers to the intensity measure and not the importance measure, which is a widely used 
acronym in the field of reliability engineering. To ensure that the initial disruption scenarios form a MECE set, the i-th initial disruption 
scenario Fi is defined as 

Fi =
(
∩e∈Si Ee

)
∩
(
∩e∈Sc

i
Ee

)
(5) 

in which Sc
i is the complement of set Si. Compared to Eq. (1), where the initial disruption scenarios are structured as a MECE set, a more 

precise evaluation of resilience performance—whether the system is resilient or not—can be achieved. Furthermore, the ability of the 
index to account for aleatoric uncertainty in hazards allows for an effective assessment of system resilience under stochastic excita
tions. The details of the resilience performance assessment are discussed in Section 3.3. The definition in Eq. (4) is exactly equivalent to 
the individual structure-scale reliability index discussed by Yi and Kim [27], with the only difference being in the definition of Fi.

The redundancy index for the i-th initial disruption scenario, πi is newly defined in terms of the expected system performance loss 
PLi as follows: 

πi = fπ(PLi)= fπ

(
∑

j
plij ⋅ P

(
Gj
⃒
⃒Fi
)
)

(6) 

where fπ( ⋅ ) represents the redundancy indexing function, plij denotes the system performance loss for the j-th damage state Gj owing to 
i-th initial disruption scenario, and P

(
Gj
⃒
⃒Fi
)

represents the probability that the initial disruption scenario Fi results in the final damage 
state Gj. The maximum degradation of system performance for the j-th damage state (i.e., “performance loss” as shown in Fig. 4) is 

Fig. 4. Resilience triangle model for each final damage state.
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employed for plij. Eq. (2) is a special case of Eq. (6), where the performance loss is defined as P 
(
Fsys
⃒
⃒Gj
)

where Fsys indicates the 
connectivity status of the system, and the redundancy indexing function is chosen to be − Φ− 1( ⋅ ).

As a more redundant system experiences less performance loss after a hazard event, PLi and πi should be inversely proportional to 
each other. A possible redundancy indexing function can be defined based on the level of degradation in system performance relative to 
normal operation, expressed as: 

fπ(PLi) =
PNS − PLi

PNS
(7) 

where PNS represents the system performance under normal operation, which remains constant across the damage states. The function 
is designed to map PLi to a value between zero and one. Moreover, if no progressive failure occurs, only one damage state (i.e., Gj = Fi) 
exists. Thus, Eq. (6) simplifies to 

πi = fπ(PLi) (8) 

The recoverability index for the i-th initial disruption scenario, γi is defined in terms of the expected nominal recovery time Ti given 
scenario Fi as follows: 

γi = fγ(Ti)= fγ

(
∑

j

aij

plij
⋅ P
(
Gj
⃒
⃒Fi
)
)

(9) 

where fγ( ⋅ ) represents the recoverability indexing function; and aij represents the area above the system performance curve during the 
recovery of j-th damage state due to i-th initial failure scenario, which is illustrated as the “Area” in Fig. 4. One possible choice is to use 
a linear recoverability indexing function 

fγ(Ti)=max(kRTi +1, γmin) (10) 

where kR ≤ 0 is a slope parameter that controls the inherent tendencies of stakeholders regarding the consideration of recoverability 
levels in resilience analysis, and γmin > 0 indicates the lower bound of the index. Similar to the redundancy indexing function, the 
recoverability indexing function is designed to convert Ti to a value between zero and one. Moreover, as in Eq. (8), if no progressive 
failure occurs, Eq. (9) simplifies to 

γi = fγ

(
ai

PLi

)

(11) 

Although we adopted Eqs. (7) and (9) for the redundancy and recoverability indexing functions, respectively, in the numerical 
examples, alternative mapping functions between physical quantities and resilience indices can be employed when more detailed 
information is available.

3.3. Resilience assessment

Risk refers to the potential for an undesirable outcome, typically characterized as a function of two primary variables: (1) the 
probability of an event occurring and (2) the magnitude of impact or loss if the event occurs. Mathematically, risk is quantified by 
multiplying the probability of occurrence by the corresponding amount of loss and summing these values over all possible events. 
Similarly, we define the resilience gap under hazard H as the annually aggregated amount of expected cumulative functionality loss, 
using the following mathematical definition: 

Resilience Gap=
∑NF

i=1
P(Fi|H) ⋅ Ai ⋅ λH =

∑NF

i=1
P(Fi|H) ⋅ PLi ⋅ Ti ⋅ λH (12) 

in which λH denotes the annual mean occurrence rate of the hazard H; and Ai refers to the expected area above the system performance 
curve during the recovery process for the i-th initial disruption scenario, which is given by 

Ai =
∑

j
aij ⋅ P

(
Gj
⃒
⃒Fi
)

(13) 

Compared to the conventional definition of risk, two key differences are noted. First, Ai is employed to define the resilience gap, 
accounting for both the scale of impact and the duration of recovery. To illustrate the importance of introducing the “Area” concept, 
which considers both system performance loss PL and recovery time T, consider the following examples: 

• Widespread but short-duration event: A 1-h power outage affecting an entire urban area may have relatively minor consequences 
for most residents, with minimal disruption to daily activities, such as refrigeration. However, even a short power interruption can 
be critical for essential facilities, such as hospitals and semiconductor fabrication plants, which require an uninterrupted power 
supply for their operations.
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• Localized but long-duration event: By contrast, a two-day power outage affecting a small portion of the urban area could have 
severe consequences for the affected population, which may include significant food spoilage, disruption of essential services, and 
potential health risks.

Second, the resilience gap of the system is determined by summing the functionality losses across all initial disruption scenarios. In 
particular, we decompose the resilience gap across a set of initial disruption scenarios to gain a clearer understanding of the impacts 
resulting from different failure paths. For example, if the recoverability of region “A” is superior to that of region “B,” decision-makers 
can consider implementing preventive measures for grid assets in region “B,” as greater efforts and resources are expected to reduce the 
consequences after a disaster.

By representing P(Fi|H), PLi, and Ti through the reliability, redundancy, and recoverability resilience indices in Eqs. (4), (6) and (9), 
respectively, and introducing an upper threshold for the resilience gap denoted as RG*, Eq. (12) can be rewritten as 

∑NF

i=1
Φ(− βi) ⋅ f − 1

π (πi) ⋅ f − 1
γ (γi) ⋅ λH ≤ RG* (14) 

Assuming each initial disruption scenario contributes equally to the total resilience gap, a threshold can be assigned for each scenario 
as follows: 

Φ(− βi) ⋅ f − 1
π (πi) • f − 1

γ (γi) ≤
RG*

λHNF
(15) 

where RG*/λHNF represents the resilience threshold for each initial disruption scenario.
RG* is determined by stakeholders or organizations, and its value may vary depending on their tolerance toward functionality 

loss—considering both the internal characteristics of the network system and its influence on other infrastructural networks (gas, 
transportation, power, and water) and the broader community [33–35]. Owing to these variations, RG* should be considered a 
subjective measure that reflects the priorities and resilience tolerance of decision-makers. To enhance the robustness and applicability 
of the proposed approach, future work should focus on developing methodologies to better quantify and standardize the resilience 
threshold value, accounting for these different perspectives. One possible approach, similar to risk analysis frameworks, is to create a 
structured process in which decision-makers utilize a matrix representation, with rows corresponding to probability values and col
umns representing performance loss levels. Colors, typically ranging from green to red, can be incorporated into the table to visually 
represent the severity of resilience associated with each slot. This framework would enable stakeholders to categorize different 
disruption scenarios based on their resilience objectives. Furthermore, sensitivity analyses could be performed to assess how variations 
in RG* influence resilience assessment outcomes, providing critical insights into the robustness of the system under different resilience 
thresholds.

Using Eq. (15), the resilience threshold can be illustrated graphically. Fig. 5 presents a β–π–γ diagram, where the resilience 
threshold is depicted as a gray surface and the resilience indices for each initial disruption scenario are represented as dots. Similar to 
the β–π diagram in Fig. 2, if an index fails to meet the resilience requirement of Eq. (14), the corresponding dot is colored red; 
conversely, dots are colored blue when they satisfy the requirement. As depicted in the figure, for certain initial disruption scenarios, a 
high value in one of the indices (e.g., a high-reliability index, indicating a low probability of occurrence for the disruption scenario) can 
make the scenario satisfy the resilience requirement, even if the other two indices have lower values (e.g., low redundancy and 
recoverability).

Based on the diagram and Eq. (15), several strategies can be considered to implement preventive interventions that enhance the 

Fig. 5. β–π–γ diagram for lifeline network.

T. Kim et al.                                                                                                                                                                                                            International Journal of Disaster Risk Reduction 123 (2025) 105436 

7 



resilience performance of lifeline networks. First, improving the reliability index requires reducing the failure probability of each 
component in the network; a possible approach to achieve this is retrofitting network assets. Second, additional redundant components 
(e.g., providing alternative transportation routes) should be installed to enhance the redundancy index, ensuring that system per
formance remains stable even if multiple components fail. Third, improving the recoverability index involves preparing adequate 
recovery resources and determining an optimal recovery sequence to minimize the area under the system performance curve. 
Moreover, considering budget constraints and the trade-offs between improving each index, the framework helps decision-makers 
prioritize infrastructure upgrades and resilience-enhancing measures effectively.

The quantification of reliability, redundancy, and recoverability indices, alongside the graphical tool illustrated in Fig. 5, enables a 
comprehensive assessment of the resilience performance of lifeline networks. The quantification is essential to develop strategies to 
mitigate the impacts of hazards before their occurrence. The most vulnerable components within the network can be identified by 
analyzing the distance of initial disruption scenarios from the resilience limit-state. This information enables decision-makers to 
prioritize the installation of monitoring sensors on these critical components, ensuring real-time performance tracking during hazard 
events. Moreover, this framework facilitates the development of optimal retrofit strategies. By leveraging optimization algorithms, 
such as reinforcement learning, the framework can help shift initial disruption scenarios that fail to meet resilience thresholds into a 
safer domain while optimizing budget allocation, thereby enhancing overall system resilience. Furthermore, as the redundancy and 
recoverability indices define the performance curve of the system during the recovery process, the proposed framework supports rapid 
post-hazard decision-making. It provides a catalog of pre-computed consequences for various disruption scenarios, enabling stake
holders to utilize the predetermined recovery sequence and the recovery curve shown in Fig. 4 to accelerate their response to cata
strophic events and recover quickly to original functionality.

4. Numerical investigations

4.1. Power grid network

To illustrate the proposed resilience analysis framework, the IEEE 9-bus system is introduced as a case study [36]. The IEEE 9-bus 
system comprises nine buses (or substations), three generators, three loads, and nine transmission lines, as shown in Fig. 6. The 
generators are connected to Buses 1, 2, and 3, while the loads are distributed across Buses 5, 6, and 8. The system is designed to 
represent a small section of a larger power grid. Detailed data for the generators, loads, and transmission lines are provided in 
Appendix A. Notably, the load values in the original IEEE 9-bus model have been scaled by a factor of 2.4 to analyze load shedding. 
Further information on the IEEE 9-bus system is provided in [37].

This study evaluates the resilience of the IEEE 9-bus system under seismic hazards by using a fragility function to represent the 
seismic performance of the substations. The fragility function for each bus is defined as the conditional probability of failure given a 
specific im value and is generally expressed as 

Pf (im)=Φ
(

ln im − λ
ζ

)

(16) 

where λ and ζ are parameters that define the shape of the fragility function that, for substations, can be derived using the state tree 
method proposed by Li et al. [11]. This study assumes the parameters presented in Table 1, with peak ground acceleration (PGA) 
selected as the IM.

To calculate the reliability index, a Monte Carlo simulation (MCS) is first conducted to estimate the likelihood of the initial 
disruption scenario at different im values. As the scale of the target system is relatively small, an assumption is made that all buses are 
subjected to the same im values. In each simulation iteration, im is randomly sampled, and a random number between 0 and 1 is 
assigned to each bus. If this random number is less than the failure probability of the corresponding bus, as determined by the fragility 
function, the bus is considered to have failed; otherwise, the bus is considered to have survived. Although this study does not account 
for the correlation between capacity and demand [38], further research is currently underway to investigate their impact on the 

Fig. 6. IEEE 9-bus system.
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resilience analysis.
A surrogate model is employed to calculate P(Fi|im,H) in Eq. (4) for every im value with a small number of MCS. Among various 

surrogate modeling techniques, an artificial neural network (ANN) is selected for its flexibility and superior predictive performance in 
high-dimensional classification tasks [39]. The ANN comprises two hidden layers, each containing 256 units with a rectified linear unit 
activation function. The output layer utilizes a Softmax activation function to classify the 512 MECE classes (i.e., 29 combinations of 
bus failure and survival states), while the input to the neural network is a single scalar, the im value. The training dataset is generated 
using MCS, where the im values are uniformly divided into 42 steps ranging from 0 to 4.1g. For each step, 100 random samples were 
drawn, which resulted in a total of 4,200 training samples.

Note that the total computational cost to generate the training dataset, including the sequence of power flow analyses required to 
identify the optimal recovery sequence, takes approximately 3.6 h using an Intel i9-14900K processor. However, as the number of grid 
assets increases, the computational demand grows exponentially. Specifically, the number of possible recovery sequences scales 
factorially as nfail!; where nfail represents the number of failed components. Additionally, the number of initial disruption scenarios 
grows exponentially as 2nall , where nall denotes the total number of components in the network. These computational challenges 
highlight the need for efficient surrogate modeling techniques and advanced optimization strategies to enhance scalability to larger 
and more complex network systems.

The predicted likelihood of only the significant MECE events, as obtained through the trained ANN, is presented in Fig. 7. The 
significant MECE event is defined as one with a probability greater than 0.05 at least at one point along with im values. To further 
demonstrate the performance of the neural network in predicting the probabilities of occurrence for all MECE scenarios, their full 
likelihood distribution is provided in Figure A1. The significant scenarios are labeled as “CS” to denote scenarios where the buses in set 
S fail, while all other buses remain operational. It is observed that the scenario in which no components fail dominates at lower im 
values, whereas the scenario where all components fail becomes predominant as im increases. Moreover, as shown in Figure A1, the 
sum of P(Fi|im,H) across all MECE events equals one for each im value. Alternative methods to predict P(Fi|im,H) are discussed in [27].

Subsequently, the site-specific seismic characteristics are accounted for through fIM(im|H) in Eq. (4), which is obtained using a 
response spectrum from a study by Boore and Atkinson [40], following methodologies from the previous studies [27,41]. The PDF of 
PGA is derived under certain assumptions, including an unspecified fault type, a moment magnitude of 7, a Joyner–Boore distance of 
30 km, and a shear-wave velocity of 700 m/s over the top 30 m. The estimated fIM(im|H) is illustrated in Figure A2 in the Appendix. 
However, the approach is not limited to specific hazard scenarios. Integration in Eq. (4) is performed using the trapezoidal rule.

To estimate the redundancy and recoverability indices, the blackout value is selected as the performance measure. The performance 
curve (i.e., Fig. 4) is, then, characterized by (1) the recovery time, (2) the shape of the recovery curve for each component, and (3) the 
recovery sequence; no progressive failure is assumed in this numerical investigation. In particular, a single performance is estimated 
for each initial disruption scenario.

First, although the recovery time for each bus would ideally be informed by comprehensive analysis and expert opinions, this study 

Table 1 
Fragility parameters.

Bus index λ ζ

1 0.33 0.52
2 0.52 0.43
3 0.45 0.45
4 0.70 0.58
5 0.31 0.67
6 0.49 0.22
7 0.63 0.39
8 0.58 0.40
9 0.48 0.36

Fig. 7. Likelihood of significant initial disruption scenarios, along with im values. The “com.” in the legend represents the components.
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assumes that the recovery time is proportional to the number of transmission lines connected to each bus. For instance, Bus 1, which 
connects only to Bus 4, has an assumed recovery time of 1 h, while Bus 8—connected to Buses 2, 7, and 9—has an assumed recovery 
time of 3 h. While this assumption is selected for demonstration purposes, further research is needed to refine the estimation of 
substation recovery times based on real-world data and operational constraints. Additionally, extending the framework to incorporate 
uncertainty in recovery time—such as considering probabilistic recovery sequences or random variations in restoration efforts—would 
enhance its realism and applicability.

Second, the performance of the power grid is considered restored once each node achieves full recovery, assuming a rectangular 
shape for the recovery curve. An example of this assumed recovery curve is illustrated in Fig. 8.

Third, for each initial disruption scenario, the optimal recovery sequence is adopted to minimize the area under the performance 
curve across all possible sequences. For instance, in a scenario where Buses 1 and 8 fail in the power grid, two possible recovery 
sequences exist: (1) Bus 1 followed by Bus 8 or (2) Bus 8 followed by Bus 1. The performance curves for these sequences are plotted in 
Fig. 8 as blue solid and red dashed lines, respectively. In this example, the sequence where Bus 1 recovers before Bus 8 is selected for 
calculating the redundancy and recoverability indices, as it results in the smallest area above the curve.

A β–π–γ diagram for the power network is illustrated in Fig. 9, with the resilience threshold (RG*/λHNF in Eq. (15)) set to 0.07. A 
total of 13 MECE events are identified as lacking sufficient resilience, represented by red dots in the figure. From this diagram, a trend 
is observed that disruption scenarios with relatively high reliability (i.e., rare failure scenarios) tend to have lower redundancy and 
recoverability (i.e., higher initial performance loss and longer recovery times), confirming the complementary nature between indices. 
Moreover, Table 2 provides the number of failed scenarios in relation to varying resilience threshold values. As the resilience threshold 
decreases, the number of initial disruption scenarios that fail to meet the specified resilience threshold increases. Further research is 
needed to align resilience performance thresholds with the safety requirements outlined in design codes.

To further analyze resilience performance, a β–π–γ diagram is projected as a 2D β–π surface in Fig. 10, with colors representing 
recoverability index values. Fig. 10(b) presents a closer view of the red box in Fig. 10(a), using the same labeling scheme as in Fig. 7. In 
the figure, scenarios with blue edges represent disruption scenarios that satisfy the resilience threshold, while those with red edges 
indicate scenarios that do not, similar to Fig. 9. Resilience thresholds corresponding to recoverability values of γ = 0.1 and γ = 0.9 are 
also visualized.

The analysis yields four primary findings. First, comparing the solid lines between γ = 0.1 and γ = 0.9, as the recoverability of a 
scenario decreases, the corresponding resilience threshold becomes more stringent. Second, due to the extremely low probability of 
simultaneous failure across multiple buses, most initial disruption scenarios that fall below the resilience threshold involve up to three 
buses failing concurrently. Only one scenario among those involving the failure of three or more buses failed to meet the resilience 
threshold. Third, comparing initial disruption scenarios C3,4 and C1,3, both exhibit equivalent performance loss as Buses 1 and 4 are 
both connected to Generator 1, i.e., the same redundancy index. However, C1,3 meets the resilience threshold, while C3,4 does not, 

Fig. 8. Performance curves along with different recovery sequences when Nodes 1 and 8 fail.

Fig. 9. Resilience performance of the power grid.
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despite C3,4 having a higher reliability index (β = 3.82) than C1,3 (β = 3.84). This discrepancy arises because the recoverability index 
of C1,3 (γ = 0.87) is higher than that of C3,4 (γ = 0.78). Fourth, examining initial disruption scenarios C2, C7, C8, and C9, only C2 
satisfies the resilience criteria, even though its reliability index is lower than those of the other scenarios. This is because C2 has higher 
redundancy (π = 0.69) and recoverability (γ = 0.91) indices than the others. The resilience indices and threshold values for annotated 
scenarios in Fig. 10(b) are detailed in Table A4 in the Appendix for further clarification. These indices and graphical tools facilitate a 
comprehensive understanding of the resilience performance of the network.

4.2. Transportation network with multiple bridges

This section describes the analysis of the Sioux Falls benchmark network, USA [42,43]. As shown in Fig. 11, the network comprises 
76 unidirectional edges and 24 nodes. All settings are configured as described in a previous study by Lee et al. [43]. The target system 
performance is to ensure a timely evacuation from origin nodes n13, n23, and n24 to destination nodes n2, n6, and n7 under an 
earthquake scenario. Thus, the system performance is defined as the maximum flow between the origin and destination nodes. This can 
be calculated by adding a virtual node n25 heading to the origin nodes and n26 headed from the destination nodes (cf. Fig. 11). The 
maximum flow capacities of the edges as the number of vehicles per hour are summarized in Table 3.

The network is assumed to include ten bridges, with their locations indicated in Fig. 11. These bridges are considered the only 
vulnerable components in the event of an earthquake. Damage probabilities are assessed following the procedure in [43], using the 
approximate seismic fragility from [44]. The attenuation relationship for calculating PGA and peak ground velocity from moment 
magnitude follows [45], consistent with [43]. Four damage states are considered: no damage (DS1), slight to moderate damage (DS2), 
extensive damage (DS3), and complete damage (DS4), corresponding to drift capacity levels of 2%, 4%, and predicted collapse, based 
on [46]. Further details on structural analysis are available in [43].

For maximum flow analysis, the damage states are assumed to correspond to 100%, 75%, 50%, and 0% of the original flow ca
pacity, respectively. Given the relatively low seismic risk in the Sioux Falls region, the design moment magnitude is set at 5.5, with a 
hazard rate of λH = 10− 3. The probabilities of the damage states for each bridge are calculated using the procedure outlined in a study 
by Lee et al. [43]. For these calculations, bridges C3, C7, C8, and C10 are assumed to be deteriorated, while the others are considered 
pristine. The evaluated probabilities are summarized in Table 4. To calculate the redundancy index in Eq. (6), system performance is 
measured as the maximum flow between nodes n25 and n26. Under normal conditions (i.e., all bridges in DS1), the system performance 
is 12,600 vehicles per hour.

For the recoverability index in Eq. (8), a recovery process is assumed, where one bridge is repaired at a time in the order of their 
indices (i.e., Bridge C1 → Bridge C2 → … → Bridge C10). Recovery days are based on mean values provided by FEMA [47], which are 
0, 3, 73, and 250 days for DS1, DS2, DS3, and DS4, respectively. Bridges are considered closed for the entire duration of the repair. The 
coefficients in Eq. (10) are set as kR = − 5.34 ·10− 4 and γmin = 0. The parameter values are selected such that the minimum value of 
kRTi + 1 becomes zero. The resilience threshold RG* is set to 1.0.

Fig. 12 illustrates 410 scenarios, along with the resilience threshold surface. The evaluation of the scenarios takes approximately 
4.2 h using an Intel i7-1165G7 processor. Approximately 0.304% of these scenarios are classified as failed cases. Fig. 13(a) presents the 

Table 2 
Failed initial disruption cases, along with resilience threshold.

RG*/λHNF Failed disruption scenarios

1 3
0.1 7
0.07 13
0.01 46
0.001 193

Fig. 10. β–π diagram with resilience thresholds representing different recoverability index values.
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β–π diagram, showing resilience threshold curves corresponding to recoverability indices of 0.1 and 0.9. The two threshold curves are 
closely spaced, with both remaining relatively flat with respect to redundancy values. This suggests that the resilience analysis in this 
example is most sensitive to reliability. Fig. 13(b) focuses on the range of redundancy π ∈ [0.6,1.0] and reliability β ∈ [3.0, 8.0]. Most of 
the failed cases have a recoverability index greater than 0.8, further confirming that recoverability is not the most critical factor for the 
system. In Fig. 13(b), four failed cases are highlighted to show the damage states of the bridges, with all these cases featuring a majority 
of the bridges in DS4.

The statistics for the scenarios that failed to meet the resilience requirement (red dots in Fig. 12) are analyzed in Fig. 14. Fig. 14(a) 
presents a box plot that shows the number of bridges in each damage state. The average number of bridges in DS4 exceeds six, 
indicating that the most critical scenarios are those in which a majority of the bridges are completely damaged. Fig. 14(b) displays the 

Table 3 
Maximum flow capacities of the edges in the Sioux Falls benchmark network (adapted from Lee et al. [43]).

Flow capacity (number of vehicles 
per hour)

Edge indices

1800 1, 8, 9, 16, 17, 25, 26, 32, 33, 36, 43, 50, 51, 55, 58, 68, 69, 76
3600 4, 5, 6, 7, 10, 11, 12, 13, 20, 21, 22, 23, 24, 27, 28, 29, 35, 37, 40, 41, 42, 44, 45, 46, 47, 48, 54, 56, 59, 60, 61, 62, 63, 

64, 65, 66, 72, 73, 74, 75
6600 2, 3, 14, 15, 18, 19, 30, 31, 34, 38, 39, 49, 52, 53, 57, 67, 70, 71

Fig. 11. Sioux Falls network with ten bridges.

Table 4 
Damage probabilities of bridges in the Sioux Falls benchmark network.

DS1 DS2 DS3 DS4

C1 9.9699 ·10− 1 2.3023 ·10− 3 3.1637 ·10− 5 6.7953 ·10− 4

C2 9.9935 ·10− 1 5.3940 ·10− 4 4.6196 ·10− 6 1.0552 ·10− 4

C3 9.7137 ·10− 1 1.9311 ·10− 2 6.2287 ·10− 4 8.6992 ·10− 3

C4 9.9664 ·10− 1 2.5518 ·10− 3 3.6340 ·10− 5 7.7440 ·10− 4

C5 9.8680 ·10− 1 9.1435 ·10− 3 2.0952 ·10− 4 3.8464 ·10− 3

C6 9.9349 ·10− 1 4.7362 ·10− 3 8.4242 ·10− 5 1.6915 ·10− 3

C7 9.6552 ·10− 1 2.2928 ·10− 2 8.0000 ·10− 4 1.0751 ·10− 2

C8 9.6393 ·10− 1 2.3902 ·10− 2 8.5031 ·10− 4 1.1313 ·10− 2

C9 9.5129 ·10− 1 3.0844 ·10− 2 1.2057 ·10− 3 1.6661 ·10− 2

C10 9.8069 ·10− 1 1.3417 ·10− 2 3.6899 ·10− 4 5.5254 ·10− 3
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occurrence of damage states DS2, DS3, and DS4 for each bridge. Bridges C2 and C4 have the highest occurrences, indicating their 
greater importance. As reliability is the most critical factor in this example and the damage probabilities for these two bridges are not 
higher than for the others, these statistics suggest that their locations are particularly critical. Although bridges C3, C7, C8, and C10 are 
assumed to be deteriorated, the statistics in Fig. 14(b) imply that the deterioration status does not significantly influence the resilience 
of the system.

5. Conclusions

This study introduced a new resilience analysis framework for lifeline networks by integrating a system-reliability-based disaster 
resilience analysis method with the resilience triangle model. The proposed framework defines resilience performance using three key 
indices: reliability, redundancy, and recoverability. These indices, estimated for each initial disruption scenario, were integrated to 
assess the resilience gap, identifying the most vulnerable scenarios that fail to meet the required minimum resilience. This supports 
decision-making for pre-hazard mitigation strategies. Additionally, the system performance curve, which describes the recovery phase 
through the redundancy and recoverability indices, facilitates rapid and effective decision-making in post-hazard contexts. The 
effectiveness and applicability of the framework were demonstrated through two numerical investigations involving power and 
transportation networks under seismic hazard conditions.

While the framework provides a compact and informative indication of the resilience performance of a system, applicable both 
before and after hazards, several aspects could be improved. First, the study assumes linear functions to convert the expected system 
performance loss into the redundancy index and the expected normalized recovery time into the recoverability index. However, 
resilience performance may vary significantly based on the choice of redundancy and recoverability indexing functions. Therefore, 
further research is needed to assess the sensitivity of resilience performance to different indexing functions. Second, in contrast to the 
de minimis risk framework discussed by Lim et al. [15], this study does not offer a concrete process for defining the resilience threshold, 
i.e., the target resilience gap RG* in Eq. (14). As resilience quantification varies based on the specific network and the selected 

Fig. 12. Resilience performance of the Sioux Falls benchmark network.

Fig. 13. β–π diagram with resilience thresholds in the Sioux Falls benchmark network: (a) over the full range of π and β and (b) focusing on the 
range π ∈ [0.6,1.0] and β ∈ [3.0,8.0].
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performance measures, comprehensive investigations are required to tailor the proposed concept to different lifeline networks. Third, 
calculating resilience indices for every initial disruption scenario incurs substantial computational costs. To address this, surrogate 
modeling or advanced reliability analysis techniques, such as those proposed by Kim et al. [48], should be explored. While randomness 
in recovery was not considered in the numerical examples, incorporating it would further increase computational costs, which remains 
a subject for future research. Fourth, our current framework does not explicitly consider the interaction between demand and supply of 
resources during the recovery phase. However, our approach can be extended by adopting the compositional demand/supply 
framework developed by Didier et al. [17] and Blagojević et al. [18], facilitating a more optimized post-disaster recovery process. 
Lastly, the need to evaluate every MECE event may limit the addressable system size. Future work can attempt to integrate advanced 
system reliability methods to mitigate this limitation. This study represents one of the initial efforts to quantitatively assess the 
resilience performance of lifeline networks. Continued refinement, particularly through the integration of advanced socio-economic 
analyses, will significantly enhance the practical applicability of the proposed framework.
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Appendix A 

Figure A1 presents a detailed representation of the relative frequency of all 512 MECE events as a function of PGA values. The color 
coding of significant scenarios in Figure A1 corresponds to those used in Fig. 7, ensuring consistency between the two visualizations. 

Fig. A1. Likelihood of MECE events, along with im values.

Figure A2 illustrates the estimated fIM(im|H) used to assess the resilience of the power grid system in Section 4.1. 

Fig. A2. PDF of im.

The input information of the IEEE 9 used to demonstrate the proposed resilience analysis framework is described. Generator, load, 
and transmission line data are given in Tables A1, A2, and A3, respectively.

Table A1 
Generator data (depicted as a number within a circle in Fig. 6).

Generator Active power Reactive power Maximum power

G1 72.3 MW 27.03 Mvar 250 MW
G2 163 MW 6.54 Mvar 300 MW
G3 85 MW − 10.95 Mvar 270 MW

Table A2 
Load data.

Load Active power Reactive power

5 216 MW 72 Mvar
7 240 MW 84 Mvar
9 300 MW 120 Mvar
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Table A3 
Transmission line data, where node represents the bus in the grid system.

Line index Node 1 Node 2 Maximum capacity

1 1 4 250 MW
2 4 5 250 MW
3 5 6 150 MW
4 3 6 300 MW
5 6 7 150 MW
6 7 8 250 MW
7 8 2 250 MW
8 8 9 250 MW
9 9 4 250 MW

Table A4 presents the resilience indices and threshold values corresponding to the annotated scenarios in Fig. 10(b), offering a 
comprehensive reference for the power network analysis discussed in Section 4.1.

Table A4 
Resilience indices and threshold values for the annotated scenarios in Fig. 10(b).

Scenarios β π γ Φ( − β)f − 1
π (π)f − 1

γ (γ)

C3 3.177 0.661 0.910 0.191
C7 3.621 0.683 0.820 0.070
C8 3.655 0.688 0.730 0.091
C9 3.561 0.603 0.820 0.111
C1,5 3.434 0.529 0.801 0.235
C2,5 3.737 0.529 0.801 0.074
C3,4 3.836 0.331 0.784 0.076
C3,5 3.456 0.661 0.758 0.189
C5,9 3.824 0.317 0.745 0.096
C1,4,5 3.888 0.529 0.581 0.084
C2 3.483 0.688 0.910 0.059
C1,3 3.817 0.301 0.868 0.050

Data availability

Data will be made available on request.
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